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Abstract

Clustering is a powerful method to data mine ge-
ographical data. It can group coordinate data points
that consist of latitude and longitude. Aiming to
use clustering as a basis, this paper data mines geo-
graphical data of all the Airbnbs in New York City
to find the frequency distribution of the price within
each cluster. The frequency distribution and clus-
tering method used will find interesting data within
the Airbnb data set. It is determined that K-means
is to be used over other clustering strategies such
as: density-based, hierarchy, and mobility. With
K-means and choosing certain attributes within the
data set, we were able to better understand the re-
sults by relating the data to geographical locations
on the map of New York City.

1 Introduction

Airbnb is a online marketplace and hospitality ser-
vice that allows its users to offer lodging in exchange
for money. When someone offers an Airbnb listing,
the individual must record numerous attributes of
information for customers to see to help determine
which Airbnb should be rented. Airbnb offers a data
set that contains all the Airbnb listings in New York
City. The data set contains 27392 Airbnb listings
and 52 attributes of information for each Airbnb list-
ing and is 1.74 GB of data. The full list of attributes
can be found in the Appendix (section 10.1). Al-
though having many attributes is helpful to provide
more options when data mining large data, having
high number of dimensions within data mining is bad
because there will be many similarities found within
the data. To solve this problem, only the latitude,
longitude, and price attributes will be used. The re-

duced data set is 787 KB of data. The reduced data
set is 1.739 GB smaller than the original data set.
This will also help with processing time.

2 Problem Statement

While there are a large amount of attributes (Ap-
pendix 10.1), it was determined that three of the at-
tributes to have a higher significance than the other
attributes. Latitude, longitude, and prices will be in-
corporated into different clustering methods to pro-
vide visual feedback on Airbnb price ranges in NYC.
These attributes are chosen because they will directly
apply to clustering geographical data and finding den-
sity distribution of price. Latitude and longitude will
be used to cluster the data. Price will be analyzed
within each cluster to find the frequency distribution
of price within each cluster. By clustering and an-
alyzing these attributes, a solution can be found to
help customers of Airbnbs find the most affordable
Airbnb within different sections of New York. Al-
though other attributes of the data set can provide
addition information, they do not have a direct ap-
plication to the goal of this project. Comparing price
ranges within the clusters will provide a median, and
the frequency distribution will provide the mode for
prices in each cluster.

3 Objectives

By plotting the locations for all Airbnbs, it will be
easier to visualize where large and complex clusters
will appear on a map. Finding clusters of Airbnbs will
be the main objective. In order to compare prices for
specific areas of New York, the Airbnbs first need to
be grouped by area. There are different approaches
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to preforming clustering on geographical data such as
K-means clustering and density clustering.

After the clusters are made, the clusters will need
to be plotted onto a map to help visualize each clus-
ter. This will help visualize the location of each clus-
ter instead of relying on viewing clusters by their geo-
graphical coordinates. The result of plotting clusters
onto a map will be a map of New York City separated
into sections using different colors.

Once the clusters are created, price ranges within
each cluster will help determine competitive pricing
for Airbnbs within specific sections of New York. Af-
ter price ranges are found, the frequency distribution
of price for each cluster can be found. Finding this
information is important because the frequency dis-
tributions can show where the price values are most
dense within the price range for each cluster.

4 Literature Review

4.1 Simplifying Clusters

Clustering geographical data is a way of simpli-
fying many coordinate points that are in a similar
space on a graph. Although clustering can be used
to simplify data, clustering may still leave complex
results. There are different methods to simplify clus-
tering. One method to simplify clustering is to use
heat maps. Heat maps can be used with clustering
to visually show a spectrum of where there is heavy
clustering through light clustering on a map; this is
a visual way to simplify clustering [1]. Another way
to simplify clustering is to separate complex clusters
into smaller, simpler clusters. There is a method that
takes complex clusters from many spatial objects, and
it separates them into simple clusters from single spa-
tial objects [2]. This method is used to simplify com-
plex clusters into smaller, simpler clusters to make
the clusters easier to understand. Both heat maps
and separating complex clusters simplify clusters, but
they do so in different approaches.

4.2 Simplifying Clusters Using Dis-
tance

Clusters can become large if not handled prop-
erly. It can be a difficult task to decide how many
clusters to make and how to eliminate noise that
can cause clusters to be skewed. The method that
separates complex clusters to help with simplicity
determines where to separate clusters based on the
distance between coordinate data points [2]. This

is similar to eliminating coordinate data points that
are too far away to be included in a cluster to avoid
noise. There is a method named Flow Hierarchical
Density Based Clustering of Applications with Noise
(flowHDBSCAN); this method successfully used dis-
tance to eliminate noise in clusters [3].

4.3 Use of Clustering Hierarchy

The hierarchical spatial flow clustering method
is commonly used when determining clusters. The
new flowHDBSCAN clustering method incorporates
hierarchy clustering by converting density to hierar-
chy and then extract clusters through cluster stability
[3]. Cluster stability finds only the furthest of out-
liers, which is important to find accurate clusters and
determining which cluster a data point falls under.
This differs from the Two-Steps Parameter Free Clus-
tering Algorithm (TOSCA) clustering method which
uses the hierarchy to extract (sub)clusters and re-
duce outliers even further [4]. This is because the
TOSCA method is more focused on mobility and per-
sonal location detection by finding which real world
map locations (stores, gyms, houses) correlated to the
(sub)clusters. Both of these methods will be benefi-
cial in clustering latitudes and longitudes into accu-
rate clusters.

4.4 Center Based Outliers

Understanding people’s behavior is a use of clus-
tering and can help determine which locations are
more prevalent. TOSCA is a user location detection
clustering method that is used for GPS mobility data.
Finding the center of the (sub)cluster will allow for
an accurate exclusion of outliers, rather than com-
paring points that all together could be considered
one cluster [4]. The use of heat maps in [1] will show
relative ”hot spots” for the amount of data points in
a certain location. TOSCA’s (sub)group generation
and being able to relate it to a real world location
will provide meaning to the heat maps generated by
geoTree [1, 4]. In order to find the exact center of
each cluster to find the hot spots for heat maps the
method K-means can be used; K-means is a cluster-
ing method. In this method, k number of centroids
are created and are placed in the center of all k clus-
ters created [6]. With these combined clustering algo-
rithms, it is possible to use the Airbnbs data to find
more prevalent Airbnbs. This has potential to re-
late to the price attribute as well because more used
Airbnbs will likely be the best priced and should be
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found near the center of a cluster. If this relationship
is not the case, it will provide that feedback as well,
which would show that customers are choosing the
most common Airbnbs rather than the best priced.

4.5 Density Based Clustering

Density based clustering of applications with
noise (DBSCAN) is a technique that would be used
to take two parameters with a minimum distance be-
tween each other .The two parameters would be: ep-
silon, which is the distance parameter that would be
used to define radius to search near points and the
minpoint, which is the least amount of point needed
for the cluster. After the parameters are found then
there would be a set which would have its clusters
identified as a result of the nearest neighbor compu-
tations [5]. There would also be an algorithm called
the flowHDBSCAN which would be used to combine
the density based clustering and the hierarchical clus-
tering. flowHDBSCAN is shown to be capable of in-
heriting density based methods strength to be able to
extract the clusters and it is also capable of reveal-
ing how the data would flow based on the hierarchy,
so that the viewers would be able to understand the
relationship in the cluster. The flowHDBSCAN is
shown to be built from two certain techniques: core
distance, the distance of an object and the nearest
neighbor and reachability distance, shows the clus-
ters and noise of the dataset [3]. Unlike DBSCAN
the flowHDBSCAN uses a tree like structure to create
the hierarchial structure based on what was collected
from the data. Unlike the DBSCAN which uses two
parameters the flowHDBSCAN would happen to use
one parameter, based on the minimum cluster size of
MinFlows. FlowHDBSCAN can be shown to be an
improvement towards DBSCAN because flowHDB-
SCAN is based on extended version of DBSCAN by
converting it to a hierarchical cluster algorithm. The
flowHDBSCAN is shown to work faster than the regu-
lar DBSCAN when performing the clustering of data.

4.6 Distance and Parameters

TOSCA is shown to be used to combine two clus-
ters strategies and uses a certain tests for the pa-
rameters. The TOSCA technique would be used as
an idea to detect the location of a set of users that
won’t result in losing the the cluster quality and any
tuning phase for the parameters. A reason for the
use of TOSCA is that DBSCAN is because the DB-
SCAN focuses on the the density around an individ-

ual point by considering the time to discover the in-
dividual. The DBSCAN shows that by this result it
won’t be to cluster data sets that have large amounts
of density differences because combinations of the pa-
rameters called minpoints and epsilon would have a
problem in being placed for all the clusters. In certain
algorithms TOSCA would use a combination of two
steps to solve the problem. The combination steps of
TOSCA is: extracting clusters and to correspond the
medoids by the means of center based methods and to
cluster the medoids from the use of Single Linkage hi-
erarchical algorithm. Unlike the DBSCAN, TOSCA
gives a better detection of distance for the clusters
that would be produced from the data. TOSCA also
shows that it won’t have the need for parameter tun-
ing and an ad-hoc clustering for its performance un-
like the other algorithms. Many people would prefer
to use TOSCA in solving other types of clustering
problems.

5 Methodology

5.1 Clustering Parameters

It has been determined that clustering methods
are more effective the less reliant they are on param-
eters. The clustering method flowHDBSCAN has the
one parameter of ”MinFlows” which is a determined
minimum cluster size; this is used for the splitting
of the hierarchy tree dendrogram. K-means uses one
parameter as well; it sets the number of clusters that
are desired. TOSCA is a parameter free clustering
algorithm which allow it to automatically adapt and
have both good accuracy and good efficiency. The
less parameters, or exclusion of them, help to pre-
vent the most common errors resulted by clustering.
Since the max number of parameters for these meth-
ods is 1 parameter, they are each effective because
they do not rely on many parameters. Due to this,
the clustering method used must be determined based
on other factors.

5.2 Clustering Approach

Forms of density clustering rely on having dense
sections to find clusters. All of the data within the
New York City Airbnb data set must be clustered to
separate New York City into different sections regard-
less of density of coordinate data points. K-means
can cluster all data into logical clusters based on the
number of clusters specified which makes K-means a
better option to cluster the Airbnb data. It would
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be used to cluster similar locations based on latitude
and longitude.

5.3 Displaying Clustering

Using maps to help show the original Airbnb data
and the clustered Airbnb data will be a great resource
to help visualize the data. Since there are a vast num-
ber of data entries in the data set, having a better way
to visualize the data would have a large, positive im-
pact on the project. Large amounts of data can be
difficult to understand, so having something easy to
look at and understand is essential.

6 Discussion

The overall goal is to use K-Means to cluster the
geographical data and can be plotted with heat maps;
then use frequency distributions to provide accurate
data on price ranges for each cluster. K-Means was
determined to be the best for the data representation
of latitude and longitude (Methodology 6.2). Heat
maps will provide different colors for clusters, based
off the price range of the cluster. Clustering com-
monly uses maps to provide visual feedback, which
will be important in displaying which Airbnb loca-
tions are most frequently used and the price ranges
of those locations. The feedback provided from this
data analysis can be used for any region with data on
the location of each Airbnb and the prices of those
Airbnbs. In the future, more attributes (Appendix
10.1) can be implemented, such as: bedrooms, beds,
and bathrooms to a comparison of the value of each
Airbnb.

7 Pre-processing

This project only focuses on three attributes from
the Airbnb data: latitude, longitude, and price.
These three attributes are the only attributes that
need to be pre-processed because the other attributes
will not be used. Since latitude and longitude were
already separated attributes and are a plain num-
ber, they did not need to be processed. The price
attribute had a dollar sign ($) in front of the price
value for all Airbnb entries. To make processing the
price attribute easier, the dollar sign was removed
using Microsoft Excel’s ”replace all” feature.

8 Creating Clusters

The programming language R was used to sepa-
rate the Airbnbs into clusters. The R code reads in
all the Airbnb data as a dataframe; then it creates
a new dataframe that only contains the latitude and
longitude attributes from the Airbnb data; none of
the other data is relevant when creating clusters of
geographical data. Next, the clustering method K-
means is performed on the new dataframe to create
30 clusters. The cluster number for each Airbnb is
combined with all the original Airbnb data and is
saved into a new CSV file.

9 Results

9.1 Cluster Locations

A centroid is the center location of a cluster. The
following plot shows where the centroids are located
for the 30 clusters created in a geospatial plane

Figure 1: Plot of 30 centroids of Airbnbs in New York
City
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To add context to the centroid plot, we put a map of
New York City behind the plot of centroids.

Figure 2: Map of 30 centroids of Airbnbs in New York
City

9.2 Price frequency Distribution

The price frequency distribution results is an in-
teresting graph that cannot be easily understood
without taking a closer few at the larger prices in the
data. With a reduced view, having a maximum of 200
frequency, the larger outliers can be noticed. After
seeing the frequency of the higher prices a relation-
ship is created with the individual cluster histograms
and the histogram of all prices. The relationship is
that if an individual cluster contained some of these
larger outliers, or lack thereof, it would be interesting
to take a look at why these clusters have such differ-
ent price ranges while being close geographically.

Figure 3: Original Price Frequency

Figure 4: Reduced Frequency for Outliers

9.3 Frequency Distribution of Cluster
Size

Each cluster is given individuality by having their
own centroid. The decided centriod number of 30 cor-
responds to a cluster so that they can be looked at in
their specific areas (Figure 5). This is the large ben-
efit in finding interesting data using frequency distri-
butions and K-Means because its visual representa-
tion shows the prevalence of Airbnbs in areas of New
York. Cluster 2 has the minimum frequency of 52
Airbnbs and cluster 29 has a maximum frequency of
2147 Airbnbs. When looked at the mapped centroids,
the range between clusters is understandable because
cluster 29 is created in a central area of Brooklyn,
near parks and museums, whereas cluster 2 is on an
island part of Queens (Figure 2).

Figure 5: Airbnb Frequency per Cluster
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9.4 Cluster 10

Cluster 10 is located in Manhattan. The following
histogram shows the price range of the Airbnb list-
ings in cluster 10. This cluster had the largest price
range because it includes an outlier of $8000.

Figure 6: Cluster 10 Price Range

9.5 Cluster 26

Cluster 10 is located in Manhattan. The following
histogram shows the price range of Airbnb listings in
cluster 26. The price range is significantly less than
cluster 10, with the range between maxes being over
$7500.

Figure 7: Cluster 26 Price Range

9.6 Reduced Data

All Airbnbs that have a nightly price over $100
were removed from the data set to produce further re-

sults and analysis. This is done to analyze the dense
pricing sections of each cluster.

9.6.1 Reduced Cluster Size

The following histogram shows the size of all 30
clusters from the Airbnb data after all Airbnbs that
have a nightly price over $100 were removed from the
data set.

Figure 8: Reduced Cluster Sizes

9.6.2 Cluster 10

The following histogram shows the individual dol-
lar price ranges within cluster 10 after all Airbnbs
that have a nightly price over $100 were removed from
the data set.

Figure 9: Reduced Price Range for Cluster 10
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9.6.3 Cluster 26

The following histogram shows the individual dol-
lar price ranges within cluster 26 after all Airbnbs
that have a nightly price over $100 were removed from
the data set.

Figure 10: Reduced Price Range for Cluster 26

10 Analysis

When using K-Means to create clusters from the
Airbnb data, 10 clusters were originally created. The
clusters were large and did not retain one specific
area; for example, one cluster would consist on the
island of Queens and the lower portion of Brooklyn.
The number of clusters was increased to 20; how-
ever, there were still problems with cluster size being
too large and clusters not staying in one area. The
number of clusters created was increased again to 30
clusters. Using this number of clusters made no clus-
ter too large, and each cluster retained one specific
area. Using 30 clusters was determined to be optimal
for clustering New York City geographical data.

10.1 Cluster Sizes

The largest cluster is cluster 29 which has 2147
Airbnbs located in it, and the smallest cluster is clus-
ter 2 which has 52 Airbnbs located in it. This is a
major difference in cluster size; however, it is eas-
ily understandable. The clustering method K-Means
will create cluster where it can find clusters; it is not
worried about trying to make clusters equal size.

10.2 Cluster 10

Our goal is to find interesting data, and the indi-
vidual clusters provided that. Cluster 10 is the one
cluster that contained the large $8000 dollar Airbnb.
This cluster is created in Manhattan where prices
were no were near as high as this particular clusters
price range (Figure 6). To better understand why
there is a larger price range, a Google Map street view
of the area is used. The area consisted of homes, open
space, nicer apartments and an overall nicer area.
The Airbnb listings likely has more beds, bathrooms,
and bedrooms to offer which would impact the larger
price range of this cluster

10.3 Cluster 26

Cluster 26 is chosen because geographically it is
near cluster 10, but the max price Airbnb listing is
$250 (Figure 7). The same approach of looking at a
Google street view of the area shows that the area is
not family friendly. The area consisted of only apart-
ments which meant less to offer for the Airbnb listing,
which would impact the low prices. It is likely these
Airbnbs could only offer a bed or possibly one bed-
room.

10.4 Reduced Data

In the frequency distribution of all the prices from
the Airbnbs, the most frequent category is from $90-
100. Since the outliers in pricing are high dollar
amounts, it was decided to focus on all Airbnbs that
have a price less than $100 since the nightly cost
of $100 is the most frequent category. All data for
Airbnbs that have a nightly cost that is above $100
was removed from the data set to focus on the distri-
bution of the lower prices.

10.4.1 Reduced Cluster Size

When all Airbnbs with a nightly price over $100,
the number of Airbnbs in each cluster drastically
drops. The largest cluster is cluster 29; it contains
1197 Airbnbs. Cluster 29 is the same cluster that had
the largest number of Airbnbs in the complete data
set before any Airbnbs were removed. Since cluster
29 had 2147 Airbnbs in it before any Airbnbs were
removed, 55.8% of the Airbnbs in this cluster have
a nightly price that is less than $100. The smallest
cluster is cluster 2; it contains 27 Airbnbs. Cluster 2
is the same cluster that had the smallest number of
Airbnbs in the complete data set before any Airbnbs
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were removed. Since cluster 2 had 52 Airbnbs in it be-
fore any Airbnbs were removed, 51.9% of the Airbnbs
in this cluster have a nightly price that is less than
$100.

10.4.2 Cluster 10

Cluster 10 is the cluster that originally had major
outliers within the data; the largest outlier in this
cluster was an Airbnb that has a nightly price of
$8000. With all Airbnbs with a nightly price over
$100 removed, the lower price range can be easily an-
alyzed. There is a pattern of the most frequent price
options to be an increment of $10. The second most
frequent price option is $1 less than an increment of
$10. This is most likely done to make those Airbnbs
less expensive. The most frequent price in this cluster
is $100. This shows this cluster has relatively higher
value Airbnbs.

10.4.3 Cluster 26

Cluster 26 is the cluster that originally had the
least amount of outliers within the data; the largest
outlier in this cluster was an Airbnb that has a nightly
price of $250. With all Airbnbs with a nightly price
over $100 removed, the lower price range can be eas-
ily analyzed. Unlike cluster 10, there is not a pattern
of the most frequent price options to be an increment
of $10. There does not appear to be a pattern in how
Airbnbs are priced in this cluster. The most frequent
price in this cluster is $49. This shows this cluster
has relatively lower value Airbnbs.

11 Conclusion

The New York Airbnb data set provided inter-
esting data when price ranges were associated with
geographical locations. The data mining performed
also shows that using frequency distributions and K-
Means can be preformed to any Airbnb data set. The
results also show that New York has a wide variety
of price ranges, with most of the Airbnb listing being
reasonably low priced. Some parts of New York City,
such as nicer areas, show patterns in pricing whereas
in other parts of New York City, such as run-down
parts of the city, there do not seem to be patterns in
pricing.

12 Future Work

While this project was able to provide interesting
data, for the price frequency distributions to make
more sense it required a street view of the area. To
automate this and improve the understanding for the
results, additional attributes can be included to look
at the value rather than the price of the Airbnb list-
ing. Potential attributes that could be added to pro-
vided a value are: beds, bedrooms, and bathrooms.
Of the attribute list (Appendix 13.1) these appear to
be the most reliable attributes that would accurately
show a Airbnb listings value.
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13 Appendix

13.1 Data Set Attributes

There are 52 attributes in the data set for all the
Airbnb listings in New York City.

id

scrape_id

last_scraped

name

picture_url

host_id

host_name

host_since

host_picture_url

street

neighbourhood

neighbourhood_cleansed

city

state

zipcode

market

country

latitude

longitude

is_location_exact

property_type

room_type

accommodates

bathrooms

bedrooms

beds

bed_type

square_feet

price

weekly_price

monthly_price

guests_included

extra_people

minimum_nights

maximum_nights

calendar_updated

availability_30

availability_60

availability_90

availability_365

calendar_last_scraped

number_of_reviews

first_review

last_review

review_scores_rating

review_scores_accuracy

review_scores_cleanliness

review_scores_checkin

review_scores_communication

review_scores_location

review_scores_value

host_listing_count
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